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Abstract

The first decades of the new millennium will witness an
explosive growth in the number and diversity of networked
devices and portals. We foresee high degrees of mobility,
heterogeneity, and interactions among computing devices
connected to global networks. While previous research
in distributed operating systems solved many problems re-
lated to resource management, they seldom addressed the
problems of heterogeneity and dynamic adaptability. On
the other hand, middleware solutions, like CORBA and
Java/Jini, solve part of the heterogeneity problem by per-
mitting seamless communication among different platforms.
But, they do not address dynamic resource management and
adaptability for applications requiring high-performance
distributed computing.

This paper presents 2K, an integrated operating system
architecture that addresses the problems of resource man-
agement in heterogeneous networks, dynamic adaptability,
and configuration of component-based distributed applica-
tions.

1. Introduction

Modern computing environments are characterized by
a high level of dynamism. Two major kinds of dynamic
changes occur frequently. The first refers to structural
changes such as hardware and software upgrades, protocol
and API updates, and operating system evolution. The sec-
ond refers to dynamic changes in the availability of mem-
ory, CPU, network bandwidth and, in mobile systems, con-
nectivity and location. Drastic changes may occur in a few
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seconds, impacting the performance of user applications
profoundly. Existing operating systems offer very little sup-
port for managing, adapting, and reacting to these changes;
all the work is left to the applications or to users and system
administrators who must take care of them manually. Since
large corporate and academic networks tend to be heteroge-
neous, the configuration work is multiplied by the number
of supported platforms.

This scenario is further aggravated as mobile systems be-
come more common and digital computing becomes ubig-
uitous. Users accessing the global network from anywhere
in the world would like to have prompt access to their com-
puting environment irrespective of their locations.

Thus, we need a flexible and adaptable architecture that
permits the dynamic instantiation of customized user en-
vironments at different locations in the distributed system
with proper care for dependencies. Existing system archi-
tectures, however, do not provide proper management of the
dependencies among system and application components,
which makes it difficult to support automatic configuration
of component-based environments in a reliable way. It is
hard to create robust and efficient systems if the dynamic
dependencies between components are not well understood.
For those reasons, proper dependence management is a ma-
jor requirement for the next generation middleware and op-
erating systems.

Management of dynamism and dependencies is also cru-
cial for computationally intensive distributed applications.
In many cases, the dynamic variations in the environment
are so high that the distribution overhead becomes larger
than the speedup obtained with the additional parallelism.

In this paper, we present an overview of 2K, a novel
network-centric operating system that extends the previous
work on configurable operating systems. It redesigns the
system API to provide an integrated solution to the prob-
lems mentioned above, namely, the existence of an inte-
grated environment that supports dynamic changes, auto-



matic configuration, heterogeneity, and distributed resource
management.

2. Resource Management in Heterogeneous
Environments

The basic task of both centralized and distributed oper-
ating systems is to manage the resources of a machine (or
a collection of machines) and safely export them to their
users. Conventional operating systems, however, are not
able to manage the resources of collections of heteroge-
neous machines.

CORBA and Java/Jini emerge as powerful technologies
for interoperability in heterogeneous environments. But
they both lack the notion of a “user” and do not provide
support for dynamic resource management either in a sin-
gle machine or in a distributed environment.

Our approach combines the benefits of CORBA with
those of distributed operating systems. It provides man-
agement of distributed resources while being able to han-
dle different hardware platforms and different underlying,
single-node operating systems.

The 2K system supports a completely object-oriented
view of the distributed computing environment; distributed
hardware and software resources are encapsulated as
CORBA objects while distributed operating system services
(e.g. file, naming, and execution services) are exported as
CORBA services. Applications run within this relatively
homogeneous environment built on top of highly heteroge-
neous distributed environments.

To achieve optimal application performance in a dy-
namic environment of distributed resources, the middleware
must be configurable and able to adapt to dynamic changes
in resource availability and in the software and hardware in-
frastructures. As described in section 3.5, 2K uses a dynam-
ically configurable reflective ORB [12] to provide a high-
level of flexibility to applications that can benefit from it by
tuning the CORBA implementation to their specific needs.
But it also keeps the complexity away from applications that
prefer to use the CORBA distributed object model without
worrying about the underlying details.

The reflective ORB solves the problem of how to adapt
the system to the application needs but it does not address
the problem of when and what to adapt. We do that by
maintaining an explicit representation of the dynamic de-
pendencies among system and application components and
by allowing the inspection and monitoring of the dynamic
state. 2K enhances resource management with algorithms
for QoS provision including admission control, negotiation,
reservation, and renegotiation. Application programmers
have then complete access to the system’s dynamic state
and are able to implement application-specific adaptations
while the system guarantees that QoS is preserved.

3. 2K System Model

2K adopts a network-centric model in which all entities,
users, software components, and devices exist in the net-
work and are represented as CORBA objects. Each entity
has a network-wide identity, a network-wide profile, and
dependencies upon other network entities. When a partic-
ular service is instantiated, the entities that constitute that
service are assembled.

In contrast to existing systems where a large number of
non-utilized modules are carried along with the basic sys-
tem installation, our philosophy is based upon a “What You
Need Is What You Get” (WYNIWYG) model. The system
configures itself automatically and loads a minimal set of
components required for executing the user applications in
the most efficient way.

As shown in Figure 1, this philosophy is realized
by leveraging standard CORBA services such as Nam-
ing, Trading, Security, and Persistence and extending the
CORBA model with the addition of services for QoS-
Aware Resource Management, Automatic Configuration,
and Code Distribution.

3.1. Automatic Configuration Service

To address the problems described in the previous sec-
tions, the 2K Automatic Configuration Service manages two
distinct kinds of dependencies:

1. prerequisites, i.e., the requirements for loading an inert
component into the runtime system, and

2. dynamic dependencies among loaded components in a
running system.

As long as the system has access to the requirements
for installing and running a software component, the instal-
lation and configuration of new components can be auto-
mated. As a byproduct of this knowledge, component per-
formance can be improved by analyzing the dynamic state
of system resources, by analyzing the characteristics of each
component, and by configuring them in the most efficient
way.

3.1.1. Prerequisites

The prerequisites for a particular inert component spec-
ify any special requirement for properly loading, configur-
ing, and executing that component. Prerequisites specify 1)
the type and share of hardware resources that a component
needs and 2) the software services (i.e. other components)
it requires.

The first kind of prerequisites lets the QoS-aware Re-
source Management Service determine where, how, and
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The second kind of prerequisites determines which aux-
iliary components must be loaded and which other software
services must be located. As the Automatic Configuration
Service parses the software prerequisite specifications, it
verifies whether it is necessary to create new instances of
the required components in the 2K runtime. If necessary, it
contacts the Component Repository, fetches the component
binary code compiled for that specific platform and dynam-
ically loads it.

As of now, the prerequisite specifications are created
manually by component developers. In the future, we ex-
pect that this task will also be automated.

3.1.2. Dynamic Dependencies

While the Automatic Configuration Service parses the pre-
requisite specifications, fetches the required components
from the Component Repository, and dynamically loads
their code into the runtime, it uses the information in the
prerequisite specifications to create a runtime representa-
tion of inter-component dependencies. This representa-
tion uses CORBA objects called ComponentConfigura-
tors (see Figure 2). These objects store the dependencies
as lists of CORBA Interoperable Object References (IORs),
pointing to other component configurators, forming a de-
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Figure 2. Reification of component depen-
dence

With information about its runtime dependencies, appli-
cations can refer to its own requirements, selecting different
components to fulfill their needs in different environments
and at different times. In addition, the underlying system
can manipulate the application dependencies in order to op-
timize performance or to adapt to dynamic changes in the



environment.

When a 2K component fails, the system inspects its de-
pendencies and informs the proper components about the
failure. Applications can customize the system by imple-
menting specialized instances of the ComponentConfigu-
rator, for example, to recover from a failures by replacing
the faulty component with a new one. The same mecha-
nism can be used for adapting the system and its compo-
nents to changing parameters such as network bandwidth,
CPU load, resource availability, and user access patterns.

3.2. Mobile Configuration Agents

In addition to the pull-based approach for code distri-
bution described in 3.1.1 where the system fetches compo-
nents from the Component Repository, 2K also supports a
push mechanism based on mobile agents. In many cases,
this alternate mechanism can improve system performance
by distributing code updates in a scalable way.

The reflective ORBs are organized as a distribution net-
work through which system administrators or applications
can send configuration and inspection agents [11]. Agents
may contain both configuration commands (to change the
configuration of the ORBs and the applications running on
top of them) and new implementations for system and ap-
plication components (in the form of dynamically loadable
libraries or Java bytecode).

The combination of these mechanisms provides a flexi-
ble infrastructure for dynamic software updates. By work-
ing on an environment that requires less manual administra-
tion, users and developers can concentrate on more impor-
tant tasks and improve their productivity.

3.3. QoS-Aware Distributed Resource Management

The 2K Resource Management Service [29] relies on
Local Resource Managers (LRMs) present in each node of
a 2K cluster and whose task is to export the hardware re-
sources in that node to the whole distributed system. LRMs
send periodic updates of the state of their resources to the
Global Resource Manager (GRM), a replicated service that
maintains an approximate view of the cluster resource uti-
lization state. The GRM then utilizes this information as a
hint for performing QoS-aware load distribution within its
cluster. In the future, we intend to combine groups of GRMs
hierarchically to provide hardware resource sharing across
multiple clusters connected through the Internet.

The LRMs are also responsible for performing QoS-
aware admission control, resource negotiation, reservation,
and scheduling of tasks on a single node. This is achieved
with the help of a Dynamic Soft Real-Time Scheduler
(DSRT) [16] that runs as a user-level process in conven-
tional operating systems like Solaris and Windows. It is

able to use the system’s low-level real-time API to provide
QoS guarantees to applications with soft real-time require-
ments.

2K uses a CORBA Trader [18] to supply resource dis-
covery services, which allow applications to request re-
sources based on QoS specifications. In this way, the system
helps parallel and distributed applications achieve the best
performance with the available resources.

3.4. Dynamic Security

Access to 2K services is restricted to controlled CORBA
interfaces. For that, we utilize the OMG Standard Se-
curity Service [18] that comprises authentication, access
control, auditing, object communication encryption, non-
repudiation, and administration of security information.

Our prototype implementation of the CORBA Security
Service utilizes the Cherubim security framework [4] to
support dynamic security policies [21]. The reflective ORB
allows on-the-fly reconfiguration of the Security Service,
facilitating the adoption of situation-specific policies and
mechanisms for authentication and encryption. The imple-
mentation currently supports various access control models
including Discretionary Access Control (DAC) and Manda-
tory Access Control (MAC) [24]. We are now extending it
to support Role-Based Access Control (RBAC) [22], which
will be the basis for security in large-scale 2K environ-
ments.

The possibilities for dynamically configuring the secu-
rity subsystem that 2K provides are very useful for a wide
range of applications in several situations. As an example,
consider a computationally intensive application that runs
initially in a single cluster and later expands itself to use the
processors of several clusters connected via the public In-
ternet. It may be acceptable to use lightweight encryption
and soft access control in the intranet but it may be neces-
sary to apply strong encryption and very tight access control
policies when communicating over the public Internet. The
same happens with mobile computers and PDAs that may
need to use different mechanisms and policies as they move
from one domain to another.

3.5. Reflective ORBs

One of the major constituent elements of 2K is dynam-
icTAO [12], a CORBA-compliant reflective ORB. dynam-
icTAO is an open source extension of the TAO ORB [25]
that enables on-the-fly reconfiguration of the ORB inter-
nal engine and of applications running on top of it. In dy-
namicTAO, we used the ComponentConfigurator model
described in section 3.1.2 to represent the dependence re-
lationships between ORB components and between ORB
and application components. The current version supports



safe dynamic reconfiguration of the strategies that control
aspects such as concurrency, security, and monitoring. dy-
namicTAO exports an interface for loading and unloading
modules into the system runtime, and for inspecting and
changing the ORB configuration state.

After our experience in developing applications with
both open source and commercial ORBs, we came to the
conclusion that typical applications utilize just a very small
fraction of the services and functionalities offered by com-
mon ORBs. Besides, one of the criticism that CORBA of-
ten receives is that it is too heavyweight to be used in small
devices and embedded systems. Although dynamicTAO is
configurable dynamically, its memory footprint is never less
than a few megabytes, which makes it inappropriate for en-
vironments with limited resources and for applications with
stringent resource requirements. This motivated our group
to develop a new ORB architecture called LegORB [23]. It
can be dynamically customized to adapt to resource avail-
ability and to accommodate the requirements of different
applications and devices at different moments.

Unlike TAO, LegORB is designed with componentiza-
tion and dynamic reconfiguration as a fundamental premise.
Careful design and implementation has allowed us to
achieve surprising results in terms of code size. A mini-
mal configuration of LegORB that is able to send simple
CORBA requests to standard ORBs occupies only around
6Kbytes on a PalmPilot running PalmOS. The development
of LegORB is still in its early stages, but the preliminary re-
sults indicate that it will be not only a good choice for em-
bedded systems and PDAs, but also for high-performance
workstations where LegORB can perform even faster than
highly-optimized commercial ORBs.

4. LessonsLearned

In the past three years of work on the design and imple-
mentation of 2K, our research group has learned a number
of lessons that we consider significant.

It is unlikely that a large number of users would be will-
ing to adopt a completely new research operating system to
use on a daily basis. Thus, we decided that 2K would have
to be able to run on top of other operating systems and,
if necessary, co-exist with traditional applications. In that
manner, users of traditional systems can extend the func-
tionality of their machines by using the QoS-awareness,
network-centrism, code distribution, and dynamic config-
uration properties of 2K to manage their conventional sys-
tem. The users that need the extra control and performance
offered by a customizable microkernel can choose to boot
their machines with the 2K microkernel [1].

The use of a standard platform like CORBA provides
two important benefits. First, we have the opportunity of
re-using a large number of distributed services and applica-

tions that were developed by the CORBA community, sav-
ing us a lot of development time. Second, our system ser-
vices become available to a wide community and accessible
by any CORBA client. Since the interfaces are defined us-
ing OMG IDL, 2K can be used by applications built on a
completely different code base; all the applications need to
interact with 2K is a standard CORBA ORB. In addition,
the use of IDL interfaces among distributed and even co-
located system components improves system organization
considerably.

On the other hand, the possibility of changing the imple-
mentation of the different aspects of the CORBA middle-
ware through the use of a reflective ORB opens new pos-
sibilities in terms of code re-use. If a scientific application
requires a special underlying protocol or a particular opti-
mization, the programmer can implement it as a reflective
ORB module, making it available to other applications with
similar needs. The reflective architecture allows the deploy-
ment of these different protocols and optimizations without
modifications to the application code.

Finally, by implementing CORBA interfaces for hetero-
geneous computers and devices, one can deal with the de-
tails of their specific protocols only once. After the CORBA
wrapper is completed, the device becomes part of the dis-
tributed system and can be accessed easily by any other en-
tity present in the network.

5. Performance Consider ations

Our reflective ORB is an extension of TAO [25], a
CORBA-compliant ORB that optimizes inter-object com-
munication by using different protocols depending on the
location of the objects. Calls to co-located servers can be
as fast as virtual method calls on a C++ object. The gen-
eral impression that CORBA was too large and slow cor-
responds to first-generation brokers. Recent performance
measurements [20] suggest that contemporary CORBA im-
plementations are efficient and that even faster implementa-
tions will appear.

On Linux running on a single 450MHz Pentium Il with
256M of RAM, it takes 236 us for TAQO to perform a cross-
domain method invocation with a single parameter [13]
which is an acceptable figure for a wide-range of applica-
tions. When a better performance is required, applications
may customize the ORB to optimize the system. TAO sup-
ports pluggable protocols [19], which allow specific trans-
ports to be used to maximize application performance.

5.1. Mobile Configuration Agents
We measured the performance of our infrastructure for

dynamic configuration based on mobile agents (see section
3.2) by injecting configuration and inspection agents into



a network of six ORBs running on Sun Ultra-2 machines
connected by a 100Mbps Ethernet. The inspection agent
carried code to collect information about the state of the six
reflective ORBs, bringing it back to the administrator. The
total average time for sending, processing, and returning the
agent was 101 milliseconds.

The configuration agent carried instructions to load a
30Khbyte component to the runtime of the six ORBs and at-
tach the new component to a running application in each of
the ORBs. It took 265 milliseconds, on average, to com-
plete its task and return the results to the administrator.

Although these numbers can be improved significantly
with more tuning and optimizations, they show that it is pos-
sible to carry out dynamic configuration of a collection of
distributed components in few tenths of a second.

In another experiment, we measured the performance of
our infrastructure in a wide-area system composed of nine
nodes, three in the USA, three in Brazil, and three in Spain.
Figure 3 shows a comparison between the performance of
our agent-based approach and a conventional point-to-point
approach as the size of the component being uploaded in-
creases. Each value is the average of ten runs of the experi-
ment, the vertical bars represent the standard deviation.
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Figure 3. Agent uploading a new component
to nine nodes

In [11] we present a more detailed analysis of our mo-
bile agent infrastructure and discuss the improvements that
agents can bring to the management and reconfiguration of
wide-area distributed systems.

5.2. Automatic Configuration

The 2K Automatic Configuration Service is imple-
mented as a library that can be linked to any application.
A program enhanced with this service becomes capable of
fetching components from a remote Component Repository

and dynamically loading and assembling them into its lo-
cal address-space. The library requires only 157Kbytes of
memory on Solaris 7, which makes it usable even on ma-
chines with limited resources such as a PalmPilot.

Figure 4 shows the total time for the service to load from
one to eight components of 19.2Kbytes each. The time in-
cludes fetching the component code from the remote Com-
ponent Repository, saving it in a local cache, parsing the
component prerequisites, and dynamically linking the code
in the local address-space. The experiments were carried
out on two Sparc Ultra-60 machines running Solaris 7 and
connected by a 100Mbps Ethernet. The Component Reposi-
tory was executed on one of the machines and a test applica-
tion with the Automatic Configuration Service on the other.
Each value is the average of five runs of the experiment.
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Figure 4. Automatic Configuration Service
performance

Although there is still much room for improvements and
performance optimizations in the protocols used by the Au-
tomatic Configuration Service, the results presented here
are very encouraging. They demonstrate that it is possi-
ble to carry out automatic configuration of a distributed
component-based application, in a local network, within a
tenth of a second, which is an acceptable delay for a wide
range of applications.

6. Related Work

Our work builds on previous and ongoing research in a
number of different areas including operating system archi-
tecture, computational grids, configurable middleware, mo-
bile agents, dynamic security, dynamic configuration, and
software architecture.

SPIN [2] and VINO [26] are adaptable systems which
load code into the kernel to allow system extensions. We
build on their work, and employ code downloading (through



the network) to install new components into 2K nodes.
Choices and its derivatives [3] implement operating system
services by means of a collection of object-oriented frame-
works. These systems, however, do not address heteroge-
neous distributed systems.

Spring [15] is an object-oriented, distributed operating
system which also uses IDL-based interfaces for system ser-
vices. 2K takes the ideas introduced by Spring a step further
by adopting the CORBA communication model and stan-
dard CORBA services as the glue to connect heterogeneous
hardware and software platforms and by representing and
managing inter-component dependence.

Systems like Condor [14] are targeted to high perfor-
mance computing on clusters of workstations. They rely on
a central resource manager that starts processes on worksta-
tions with spare cycles.

The Globus project [6] provides a “computational grid”
[7] integrating heterogeneous distributed resources in a sin-
gle wide-area system. It supports scalable resource man-
agement based on a hierarchy of resource managers sim-
ilar to those of 2K. But, unlike 2K, Globus is tailored to
computationally-intensive applications such as large-scale
simulations and teleimmersive applications.

Although the Globus design includes a service for man-
aging application code (the Globus Executable Manage-
ment service or GEM), the current implementation does not
yet include it as a separate service. The name of this ser-
vice, however, implies that Globus views an application as
a single executable, rather than a collection of components
that can be dynamically instantiated. Since Globus is one
of the most important projects in this area, we hope that
their system evolves to incorporate support for dynamic,
component-based applications.

Recent research targeted at using the Internet as “the
computer” has led to systems like Globe [28], Legion [9, 8],
and WebOS [27]. Although some may be customizable,
they do not consider adaptability, dependence management,
and automatic configuration as a primary requirement. To
the best of our knowledge, none of the systems mentioned
above include a model enabling automatic configuration
of component-based systems on distributed, heterogeneous
environments.

Legion is the system that shares most similarities with
2K as it also builds on a distributed, reflective object model.
However, the Legion researchers focused on developing a
new object model from scratch. Legion applications must
be built using Legion-specific libraries, compiler, and run-
time system (the Legion’s ORB). In contrast, we focused on
leveraging CORBA technology to build an integrated archi-
tecture that could provide the same functionality as Legion,
while still preserving complete interoperability with other
CORBA systems. In addition, our work emphasizes au-
tomatic configuration and dependence management, which

are not addressed by Legion.

One of the major contributions of our work is to combine
some of the important research results provided by WebOS,
Globe, Legion, and Globus into a completely standard en-
vironment based on CORBA objects and standard CORBA
services. It also brings automatic configuration — previously
limited to isolated tools for application development — to
the core of a distributed, object-oriented operating system.
With the evolution of mechanisms for automatic configura-
tion, such as the ones available in 2K, we foresee a bright fu-
ture for distributed operating systems for high-performance
computing that will be easy to manage, comfortable to use,
and extremely powerful.

7. Conclusions

We expect great changes in the environments for high
performance distributed computing in the first decade of the
new millennium, including higher degrees of dynamism,
mobility, heterogeneity, and interactions among heteroge-
neous computing devices connected to global networks.
Traditional middleware and operating system architectures
are not prepared to provide efficient resource management
for these highly dynamic heterogeneous environments.

In this paper, we presented an integrated operating sys-
tem architecture for managing distributed heterogeneous re-
sources using recent advances in software systems technol-
ogy. 2K provides support for code distribution, configura-
tion of component-based distributed applications, and QoS-
aware distributed resource management. 2K can run both as
“middleware” on top of traditional operating systems and as
an integrated architecture with our customized microkernel
directly on top of the hardware.

2K uses and offers services based on the CORBA stan-
dard which opens a wide variety of possibilities for integra-
tion with other systems and applications.

Our ongoing work in 2K includes a flexible and adapt-
able distributed data management system [10], a service for
managing user environments in mobile and wide-area sys-
tems [5], an infrastructure for managing active (physical)
spaces, and mechanisms for enabling dynamic instantiation
of distributed QoS-aware multimedia applications [17].

Availability
Documentation and source code for the 2K microker-

nel, middleware, and distributed services can be found at
http://choi ces. cs. ui uc. edu/ 2K
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